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Classical Rough Sets [7,8] consider only lower and upper approximations, however
the concept of an approximation is not restricted only to lower and upper approxima-
tions. Consider the well known linear least squares approximation of points in the two
dimensional plane. Here we know or assume that the points should be on a straight line
and we are trying to find the line that fits the data best. However, this is not the case of
an upper, or lower approximation in the sense of Rough Sets. The cases like the linear
least squares approximation assume that there is a well defined concept of similarity (or
distance) [1,9], and there are some techniques for finding maximal similarity (minimal
distance) between entities and their approximations.

In [4,5] the concept of optimal approximation has been added to standard Rough
Sets and discussed in some detail, and in [3] it was extended to the Rough Sets defined
by coverings.

The word ‘optimal’ suggests some numerical calculations and comparisons; we
need some proper definition of similarity measure for sets. We will discuss several such
definitions, propose and justify some set of axioms for the similarity concept, as well
the concept of consistency, that allows treating some similarities as equivalent.

An efficient greedy algorithm for finding optimal approximations for standard Rough
Sets (i.e. induced by partitions) and Marczewski-Steinhaus similarity measure [6] (and
all similarity measures consistent with it) will be discussed in detail. The algorithm is
based on the properties of an index that quantifies the ratio of common to distinct ele-
ments of two given sets. We used the Marczewski-Steinhaus similarity measure as an
engine of our algorithm because it has a very natural and regular definition and conve-
nient mathematical properties. Moreover, the Marczewski-Steinhaus similarity measure
is a generalization of a very popular Jaccard index [2], and it is also consistent (i.e. prac-
tically equivalent) to many other popular similarity measures.

In [3] a fairly natural transition from Rough Sets induced by coverings to standard
Rough Sets (i.e. induced by partitions) have been proposed and discussed. We will use
this transformation to extend our algorithm for Rough Sets induced by coverings.
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