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Title: The Contributions of Rough Set Theory to Artificial Intelligence

Abstract: After more than 70 years of development, artificial intelligence is moving towards
the stage of general artificial intelligence, which has a profound impact on human daily work
and life. Rough set theory emerged in the early 1980s and, after 40 years of development, has
played an irreplaceable role in handling imprecise, inconsistent, and incomplete data [1]. As
we all know, artificial intelligence mainly studies knowledge representation, knowledge
acquisition, and knowledge application, which means that the research of artificial
intelligence revolves around knowledge. But what is knowledge? Unfortunately, textbooks on
artificial intelligence do not provide a formal definition of knowledge [2]. This report will
introduce the understanding and formal definition of knowledge in rough set theory, as well
as its significant contributions to artificial intelligence, hoping to provide inspiration for
future research in artificial intelligence.

The recent emergence of ChatGPT and Sora aroused the attention of large models, which
has promoted the advent of general artificial intelligence [3,4]. As we stand on the precipice
of a new era in artificial intelligence, the foundational role of knowledge representation in
both acquisition and application cannot be overstated. Currently, the field leans towards
end-to-end methodologies characterized by simplification and automated computation for
knowledge representation. However, this approach is not without its Achilles' heel: a
conspicuous lack of interpretability. Knowledge acquisition, the technological linchpin for
extracting valuable insights from data, is predominantly facilitated by machine learning
models, ranging from classical algorithms like K-Nearest Neighbors (KNN) and Support
Vector Machines (SVM) to the more contemporary deep learning paradigms. Furthermore,
expert systems have emerged as pivotal instruments for the application of knowledge,
permeating various domains within the Al landscape. According to these developments, a
formal definition of "knowledge" is not merely desirable but imperative for the continued
advancement of artificial intelligence.

Rough sets (RS), introduced by Z. Pawlak in 1982, offer an efficient approach for
handling imprecise, inconsistent, and incomplete data [1]. It provides formal knowledge



representation that is understood as the ability to classify objects. In this theory, the
knowledge is analogized from knowledge to object partition and further equivalence relation,
which can be represented as K = (U, R), where U = {xq, %5, -+, x,} is the universe and
R ={R{,R,,-*,R,,} is a family of equivalence relations [2]. This is an algebraic
representation of knowledge. Subsequently, attribute reduction based on positive region is
proposed to obtain an important feature subset. Nevertheless, it is only a decidable definition,
and selecting a minimum subset is an NP-hard problem. To address this challenge, we have
proposed a heuristic algorithm for attribute reduction based on attribute significance [2].
Moreover, Skowron introduced the discernibility matrix for attribute reduction [5]. Similarly,
it is also a decidable definition. Consequently, we have developed a reduction algorithm that
is attuned to the attribute frequency within the discernibility matrix [2]. Crucially, we have
introduced the information representation of knowledge and defined the lower and upper
approximation sets based on it. Some heuristic methods based on information entropy,
conditional entropy, and mutual information are proposed for attribute reduction [2,6]. More
recently, we integrated zentropy thought to define a zentropy-based uncertainty measure and
have adapted it to computing reductions [7]. According to the above analysis, we divided
these methods into algebraic representation and information representation, which can be seen

in Fig. 1.
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Fig.1 The relationship of knowledge representation in rough sets

Concept is the fundamental unit for the recognition and acquisition of knowledge [8]. In
machine intelligence, the processing of precise concepts often surpasses human capabilities.
Currently, how to handle imprecise concepts plays a vital role in artificial intelligence [9,10].
Philosophical scholars contend that a concept is imprecise if its boundary region is nonempty
[11]. However, it is only a semantic limitation that cannot be recognized by computers, bring
challenges of imprecise concepts in computational recognition. Rough set theory provides a
mathematical framework for calculating the boundary region of imprecise concepts. It
approximates imprecise concepts by two precision sets (lower and upper approximate
sets) and describes their uncertainty via boundary region [2,12,13]. Subsequently, the positive,
negative, and boundary regions are induced by rough sets, and each region has different
actions. Based on this, three-way decision (3WD) is introduced by Y. Yao, which is an
exploration of rough set theory and has successfully applied to various scenarios [14].

Rough set theory is an efficient machine learning model for processing qualitative data
[15]. It provides a multi-granulation representation, learning, and reasoning methods for
knowledge in artificial intelligence. In essence, rough set theory has made significant
contributions to Al through three pivotal aspects: the formal representation of knowledge, the



computation of boundary regions for imprecise concepts, and the multi-granulation
knowledge representation and reasoning methods. As a holistic, data-driven model, rough set
theory shows robust potential prospects and developmental avenues in artificial intelligence.
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